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Curve Stabbing Depth: Data Depth for Plane Curves*

Stephane Durocher®

Abstract

Measures of data depth have been studied extensively
for point data. Motivated by recent work on analy-
sis, clustering, and identifying representative elements
in sets of trajectories, we introduce curve stabbing depth
to quantify how deeply a given curve @ is located rel-
ative to a given set C of curves in R2. Curve stab-
bing depth evaluates the average number of elements
of C stabbed by rays rooted on ). We describe an
O(nm? + n?*mlog? m)-time algorithm for computing
curve stabbing depth when @ is an m-vertex polyline
and C is a set of n polylines, each with O(m) vertices.

1 Introduction

Processes that generate functional or curve data are be-
coming increasingly common within various domains,
including medicine (e.g., ECG signals [16] and analy-
sis of nerve fibres in brain scans [11]), GIS techniques
for generating and processing positional trajectory data
(e.g., tracking migratory animal paths [4], air traffic con-
trol [8], and clustering of motion capture data [12]), and
in the food industry (e.g., classification of nutritional in-
formation via spectrometric data [13]). In this paper,
we consider depth measures for curve data.

Traditional depth measures are defined on multidi-
mensional point data and seek to quantify the centrality
or the outlyingness of a given object relative to a set of
objects or to a sample population. Common depth mea-
sures include simplicial depth [18], Tukey (half-space)
depth [23], Oja depth [20], convex hull peeling depth [3],
and regression depth [21]. See [19] and [22] for fur-
ther discussion on depth measures for multivariate point
data. Previous work exists defining depth measures for
sets of functions and functional data [13, 10, 16, 9], of-
ten with a focus on classification. Despite the fact that
curves can be expressed as functions, depth measures
for functions typically do not generalize to curves, as
they are often sensitive to the specific parameterization
and most are restricted to functions whose range is R,
which can only represent z-monotone curves.

New methods are required for efficient analysis of tra-
jectory and curve data. Recent work has examined iden-
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tifying representative elements [4] and clustering in a set
of trajectories [5, 12]. In this work, we introduce curve
stabbing depth, a new depth measure defined in terms
of stabbing rays to quantify the degree to which a given
curve is nested within a given set of curves.

Our main contributions are:

e In Section 2, we define curve stabbing depth, a new
depth measure for curves in R?, and we describe a
general approach for evaluating the curve stabbing
depth of a given curve @ relative to a set C of curves
in R2.

e In Section 3, we present an O(nm? + anlog2 m)-
time algorithm for computing the curve stabbing
depth of a given m-vertex polyline @ relative to a
set P of n polylines in R?, each with O(m) vertices.

e In Section 4, we discuss properties of a deepest
curve (depth median) for curve stabbing depth, dis-
cuss the consistency of generalizations to higher di-
mensions, and outline possible directions for future
research.

2 Definitions and Preliminary Analysis

Definition 1 (Plane Curve) A plane curve is a con-
tinuous function Q : [0,1] — R2.

Definition 2 (Polyline) A polyline (polygonal chain)
18 a piecewise-linear curve consisting of the line seg-
ments Pi1Pz, PaD3s - - - s Pm—1Pm determined by the se-
quence of points (p1,pa ..., Pm) in R2.

Definition 3 (Stabbing Number) Given a ray @3
rooted at a point q in R? that forms an angle 0 with
the x-axis, the stabbing number of 7 relative to a set
C of plane curves, denoted stabc(q_g), is the number of
elements in C intersected by %).

Definition 4 (Curve Stabbing Depth) Given  a
plane curve @ and a set C of plane curves, the curve
stabbing depth of Q relative to C, denoted D(Q,C), is

1
TL(Q)

/ / min{stabe (3), stabe (go4)} d0ds, (D.c)
q€Q J0

where L(Q) = fqu ds denotes the arc length of Q.
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As L(Q) approaches zero (the curve ) becomes a
point ¢), the value of (D.c) approaches

1 (/™ . BN
;/ min{stabe (g4), stabe (gos )} dO. (D.p)
0

Curve stabbing depth corresponds to the average
depth of points ¢ € Q. The depth of a point ¢ relative
to C, given by (D.p), is the average stabbing number in
all directions 6 around ¢, where for each 0, either the
stabbing number of the ray q—g or its reflection m is ap-
plied, generalizing the one-dimensional notion of depth
that counts the lesser of the number of elements less
than vs. greater than the query point (outward rank).

As a ray gg rotates about a point g, stabc(q_g) par-
titions the range ¢ € [0, 7) into intervals, such that for
all values # in a given interval, @5 intersects the same
subset of C. These intervals partition the plane around
q into wedges. We generalize this notion and define the
wedges determined by a point ¢ relative to a set C of
curves.

Definition 5 (Wedge) The wedge of the curve C rel-
ative to the point q is the region determined by all rays
rooted at q that intersect C':

weg,0)= |J @
WNCAD
0e0,2m)

Cy

Figure 1: The set of wedges wi,ws,ws, and wy induced
by curves C1,C2,C3, and Cy rooted at the point g on the
curve ). Moving counterclockwise around ¢, the positive
angle between 71 (w2) with the horizontal is indicated by
¢(11(w2)), the tangent points of wy are labelled 71 (w2) and
T2(w2), and the internal angle of ws is highlighted by 6(ws).

Definition 6 (Tangent Points) When C U {q} is in
general position in R2, the tangent points of the wedge
w = w(q,C), denoted T7(w) = {71, 72}, are those points
of C incident with the boundary of w; i.e., T(w) =
Ow N C, where dw denotes the boundary of w. (If C

18 a curve for which all rays from q intersect, the tan-
gents points of w(q,C) are taken to be coincident on C,
with an internal wedge angle of 2w radians.) 1 (w) de-
notes the tangent point that is the most clockwise of the
two around q. The angles between the horizontal and
each tangent point of w are denoted by ¢(m(w)) and
d(m2(w)), with O(w) denoting the interior angle of w.

See Figures 1 and 2. The sequence of wedges deter-
mines an ordering of the curves stabbed about a given
point ¢. A ray q_g always stabs the associated curve
C as g sweeps through the wedge determined by the
extreme points of C. For a given set C of curves and
associated wedges W, rooted at a common point g,

stabe (g3) = {w € We | 6 € [¢(71(w)), $(r2(w)]}]. (1)

That is, stabe(gg) is the number of wedges that con-
tain the ray @, where each wedge is associated with a
curve in C. See Figure 1.

Our algorithm for computing curve stabbing depth re-
quires calculating the interior angle 6(w) of each wedge
w, which we now describe. We consider two cases for
the relative positions of a given query line segment @,
a curve C, and the wedge w(q,C) rooted at a point g:
(1) when ¢ ¢ CH(C'), where CH(C') denotes the convex
hull of C, i.e., @ does not pass through the interior of C,
and (2) when ¢ € CH(C'). When points and curves are
in general position, C' cannot coincide with a bounding
edge of w. See Figure 2.

(a) A curve C existing entirely above (below) the
query line segment Q. y(w)
»

ni(w)’y

(b) A curve C crossing through the query line seg-
ment Q.
Figure 2: Two ways a query line segment C' and a wedge
rooted at a point on C' can be arranged under general po-
sition. Case 1 is drawn in black while Case 2 is outlined in
blue.
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In Case 1, when C' lies entirely above or below @ the
angles formed between the tangent points, root, and
horizontal can be evaluated as

).

Qe — TQ(w)x
T2(w)y — qy
Qe — T1(W)g
Ti(w)y — gy

O(w) + ¢(m) = g —a = g —tan~! <

(b(Tl):g—,@ :g—tan_1<

Where the interior angle of w is found to be

f(w) = tan ™" (qz—ﬁ(w)w>

T2(W)y — gy

e (£

Ti(w)y — gy (A

This can be done rather than evaluating distinct cases
due to the order in which the signs of each inverse tan-
gent change while ¢ transitions past each dropped per-
pendicular. When C' crosses in front of @, as illustrated
in Figure 2b, we calculate

tan—! (qu’ - TQ(w)a:>

T2 (w)y — gy

+tan ™! <%_ﬁ(w)z> ’

m(w)y — gy

O(w) =m —

(A.2)

Once ¢ enters CH(C'), we transition to Case 2, in which
the calculations are similar to those of Case 1, except
for modifications needed to account for taking an an-
gle greater than 7 radians, as shown in Figure 2b in
blue. Every case considered by our algorithm reduces
to Case 1 or Case 2. We sometimes limit discussion to
instances of Case 1 depicted in Figure 2a to simplify the
presentation; our results apply to all cases.

Definition 7 (Circular Partition) The circu-
lar partition induced by the set of wedges We =
{wy,ws,...,w,} rooted alt a common point q is the
sequence 0 = 0y < 01 < -+ < Oy, < 27 of angles, corre-
sponding to the ordered sequence of bounding edges of
wedges in We ; i.e., it is the ordered sequence of values in
{0: 1 0; € {¢(7;), ¢(75) + m mod 27}, 7; € T(w), w € We}.
Denote this sequence by c(We) = (00,61, ..., 04n).

See Figure 3. Applying Equation (1) to Definition 7,
we arrive at the following observation:

Observation 1 Given a set We of wedges and induced
partition o(We) = (00,61, ...,04,) for a given point q
and set C of curves, for everyi € {1,...,4n—1} and ev-
ery é1,¢2 € (0;,0;11), the set of curves in C intersected
by qﬁ s the same as that intersected by q?;

Observation 1 remains true when the point g at the
root of the wedges moves within a bounded neighbour-
hood: given a curve ) and a set C of curves, for each

Figure 3: A configuration similar to that shown in Fig-
ure 1 for three curves C1,C2, and C3 is depicted, with their
respective wedge boundaries extended through the origin.
The circular partition induced is shown by the sequence of
angles towards the right-hand side of the figure.

point ¢ on @, the relative ordering of wedge boundaries
in the circular partition of ¢ remains unchanged when ¢
moves along some interval of Q). By partitioning () into
such cyclically invariant segments, this property allows
us to calculate the curve stabbing depth of @ relative
to C discretely. Formally:

Cl

Cy

—
Q\‘/\/

Figure 4: A configuration similar to that shown in Fig-
ure 1 for two curves C7 and Cj is depicted, the highlighted
segment being cyclically invariant with respect to the given
population, as can be seen by inspecting the wedge bound-
aries

Definition 8 (Cyclically Invariant Segments) A
segment along a curve that maintains the same cyclic
ordering of boundaries within the circular partitions of
each point along its length, is called cyclically invariant.
Specifically, for a given curve Q, a segment I C @Q
is cyclically invariant provided o(Wg) has the same
ordering of wedge boundaries as o(W}), for all We and
W, defined relative to any q,q" € I respectively.

See Figure 4. Clearly such segments exist when {Q}U
P is a set of polylines in R?. This property does not hold
more generally for all plane curves'. For the remainder
of this article, we assume {Q} U P is a set of polylines.

1We use C to denote a general set of plane curves, and P to
denote a set of polylines in R2.



34" Canadian Conference on Computational Geometry, 2022

Lemma 1 (Invariant Segments along Polylines)
Given a polyline Q and a set P of polylines, Q) can
be partitioned into line segments, each of which is
cyclically invariant with respect to P.

Proof. Consider any line segment L in @, and as-
sume without loss of generality that every element of
P ={P,P,,...,P,} lies above the line determined by
L. An analogous argument can be applied to polylines
that lie below L (any polyline that crosses L can be
partitioned into separate polylines above and below L).
The tangent points in a circular partition can only un-
dergo a change in relative positions when the reference
point (root) g becomes collinear with one of the com-
mon tangents between a pair of polylines defining the
associated wedges, common to the convex hulls of each
polyline. Consequently, as at most four such tangents
exist for each pair of polylines, the set of points along
L that trigger change in wedge orderings must be fi-
nite. Therefore, L can be partitioned into cyclically
invariant segments, each of which is a maximal line seg-
ment on @ between two consecutive points that trigger
changes. O

By Observation 1 and Lemma 1, the double integral
in (D.c) can be reformulated as a sum of integrals mea-
suring the total angular area swept out by the wedges
of P with stabbing number weights along all cyclically
invariant segments. This reformulation, which is made
explicit in Section 3.2, is possible due to the fact that
stabbing numbers remain constant within circular par-
titions, and that the cyclic ordering of each circular par-
tition remains unchanged along each invariant segment.

3 Computing Curve Stabbing Depth for Polylines

In the following section we develop an algorithm for
computing the curve stabbing depth of a given polyline
Q relative to a given set P of polylines, based on the
identification of critical curve features, such as tangent
update points for curve wedges and the partitioning @)
into invariant segments.

3.1 One Invariant Segment and One Polyline

We first describe an algorithm for computing the curve
stabbing depth of one cyclically invariant segment I =
g1gz on a query polyline @) relative to another polyline
P = (p1,p2,-.-,Pm), before generalizing the algorithm
to the complete polyline @ and a set P of polylines.

The wedge w(q, P) associated with polyline P and a
given point ¢ is determined by the tangent points of P
(see Figure 5) which can be found by computing the
convex hull of P and examining its vertices relative to
¢ using binary search in O(logm) time. Thus, start by
computing the convex hull CH(P), which can be com-
pleted in O(mlogm) total time [14, 6].

In Case 1, begin by deriving the initial tangent points
71 and 73 of w(q, P) for ¢ = ¢; € I by using CH(P) as
described in the previous paragraph. Additionally, de-
termine all points of intersection between I and the set
of lines corresponding to the extension of all line seg-
ments that form, 0 CH(P), the boundary of CH(P).
Denote this set of intersection points along I by T.
The points of T signal when and how tangent points of
w(q, P) need to be updated as ¢ traverses along I; see
Figure 7. The cyclical invariance of I allows the angular
area swept out by w along each subsegment I; = ab of
I formed by points of T" to be evaluated as

A = /,Je[i O(w(q, P)) ds. (WA)

We can apply a coordinate transform to render I
collinear with the z-axis, which for Case 1(a) using (A.1)
in the integral results in (WA) becoming

a o (505)

o () o

for the transformed points a’, b’ and resulting wedge w’
defined by the tangent points associated with the points
of T delineating I;. This being an integral with known
antiderivative

A= |(r(w)y — x)tan™? (%)
+ (z — 11 (w'),) tan ™ (11 (w')y (11 (W), — )
1
27'1(w’)y

1
— iTg(w’)yln(Tg(w’)i — 21y (w') g + 7'2(11’/); + 552)}

a

As a consequence of the circular partition induced by
w being straightforward and w having stabbing num-
ber one, we find D(I,P) = > ; .; Ai/mL(I). Analo-
gous analysis can be applied using (A.2) for problems
in Case 1(b) reassembling that depicted in Figure 2b.
In Case 2, where ¢ € I is in the interior of CH(P),
begin by processing P to identify points of self intersec-
tion, some of which form closed loops (closed regions).
Let L denote the set of points of self intersections of
P. The planar subdivision formed by P and 0 CH(P)
consists of polygonal faces, each of which can include at
most one window edge on its boundary, i.e., an edge of
0 CH(P) that is not on P, as well as subpaths of P that
do not cross into other faces.? This planar subdivision

20bserve that the faces of the planar decomposition are ef-
fectively simple polygons. Any polyline that protrudes into the
interior of a face could be twinned to form a proper simple polyg-
onal face.

In(7y (W), (11 (w')2 — 27 (W) oz + 2%) + 1)

b

’
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can be computed in O(m?) time using a line segment
intersection algorithm (e.g., [2]) and updating a doubly-
connected edge list each time a point of intersection is
identified.

Next, we construct the shortest geodesic path query
data structure given in [15] augmented using the result
from [7] in linear time for each face of the planar sub-
division, taking O(m?) total time.

For any endpoint of I within CH(P) and for every in-
tersection point a between I and the boundary of a face
of the planar subdivision (or when I crosses an edge of
P while remaining in the same face), we query the two
shortest geodesic paths between a and the endpoints of
the window edge on 9 CH(P) belonging to the current
face. When ¢ is in a face with no window edge, no visi-
bility computation is required as all rays rooted at g stab
P. The intersections between I and the extended seg-
ments along the shortest paths identify when and which
tangent points of the visibility wedges that look out of
CH(P) need to be updated. If the two shortest paths
intersect at a vertex of P, then ¢ loses external visibil-
ity after one of the two update points corresponding to
these extended intersecting segments. Shortest geodesic
path queries can be performed in O(logm? + t) time,
where t is the number of turns on the reported shortest
path. Intersection testing between extended segments
and I takes at most O(t) time per path. Thus, this step
takes O(m) worst-case time for each such query along
1.

The depth for the portion of I within CH(P) can be
calculated as a discrete sum of the depth accumulated
by each subsegment I; of I that result from partition-
ing I by shortest path update points, by calculating the
total wedge area of the difference between 27 and the
window visibility wedge at each point along I;. A cal-
culation that is otherwise analogous to those discussed
for Case 1 above.

3.2 A Polyline Q and a Set P of Polylines

We generalize the algorithm described in Section 3.1 to a
query polyline @ = (g1, g, - - -, ¢m) and a set of polylines
P = {Pl, PQ, cee 7F’n}, with B = (pi,lapi,Qa cee 7pi,m) for
1=1,...,n.

The algorithm is organized into three stages: an ini-
tial preprocessing stage applied to P, a separate pre-
processing method applied to @ based on results of the
first stage, and the final computation of D(Q,P).

Preprocessing P. Begin by computing the convex hull
CH(P;) of each polyline P; € P to determine wedge
tangent points, as done in Section 3.1; see Figure 5. Let
H denote the resulting set of convex hulls. This stage
can be completed in O(nmlogm) total time.

Having determined H, compute the collection 7(H)
of all common tangent lines that separate each pair of

Figure 5: A query polyline @ and tangent points of P high-
lighted along the boundary of CH(P). The tangent points
and boundary rays for the wedge w(q, P) are also shown.

convex hulls. See Figure 6. That is, compute

7(H) ={lines ! | for some {P;, P;} C P
(INCH(FR)) U (1N CH(F;)) = {pi.ir»pijts

where p; ;- and p; ;- are vertices of CH(F;) and CH(F;),
respectively.

Figure 6: Illustration of the common tangents between con-
vex hulls CH(P ), CH(P2), and CH(Ps). To simplify the fig-
ure, only those tangents that intersect () are shown, with
their points of intersection marked along @ by boxes.

There are three distinct cases to consider when com-
puting these common tangents: (1) the two convex
hulls are disjoint, (2) their boundaries intersect, and
(3) one convex hull entirely contains the other. Case 1
is the simplest, in which the common tangents be-
tween two convex hulls CH(P;) and CH(P;) can be
computed in O(log | CH(Py)| + log | CH(P%)|) time [17].
Case 2 requires O(m) time to compute in the worst
case. However, if the two convex hull boundaries in-
tersect at most twice, the common tangents can be
found in O(log(| CH(P,)|+| CH(F,)|) log k) time, where
k = min{| CH(P;) N CH(P,)|, | CH(Py) U CH(P,)|} [17].
In Case 3, no computation is performed after identifying
that the hulls are nested. It takes up to O(m) time to
identify which of the three cases must be applied. Thus,
this stage can be computed in O(n?m log?m) time.

Preprocessing Q. After preprocessing P, mark the
points of intersection between elements of 7(H) and Q,
which, per the proof of Lemma 1, partition @ into cycli-
cally invariant segments. Additionally, as outlined in
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Section 3.1, determine all points of intersection between
@ and the set of lines corresponding to the extension of
all line segments on @ CH(P;) for each i = 1,...,n. See
Figure 7 for the latter. If the intersection between one
of these extended segments and Q) occurs on the bound-
ary of the convex hull, ) must pass into the interior
of the convex hull. Here we enter Case 2 of the algo-
rithm described in Section 3.1, and perform the same
computations. In the worst case, () passes through the
convex hulls of all n polylines in P, leading to O(nm?)
worst-case processing time.

This yields two point sets on @, say S and T, that
respectively identify when wedge stabbing numbers and
tangent points need to be updated relative to the po-
sition of g along @. Let Z denote the resulting parti-
tion of @ into cyclically invariant segments by points
of S, after further refinement from the vertices of )
itself. Likewise, for all I € Z, let I; € I denote a sub-
division of I delineated by tangent update points of 7.
There are at most O(n?) many points in S as there are
at most four common tangents for each pair of convex
hulls. Additionally, there are at most O(m) segments
composing each of the n convex hulls, and O(m?) in-
ternal update points for each crossed convex hull, so
T contains at most O(nm?) points. Consequently, this
step takes O(n?m + nm?) worst-case time to compute
all possible intersections.

Figure 7: Depiction of a query polyline @ with tangent up-
date points of a polyline P shown along its length as open
circles. These points are derived from the intersection be-
tween @ and lines passing though the parameter segments of
CH(P). Only those lines that intersect @ are shown. Then
q traverses the length of @ (in the indicated direction) the
tangent points of the wedge w(q, P) change whenever one
such point is crossed. The update points are color matched
with the resulting tangent point (line) change.

Computing the curve stabbing depth of Q. Let «
denote the unit direction vector associated with a line
segment I = g1z € T along Q. Construct the ma-
trix Pz + B, composed of the transition matrix Pg
from the standard basis of R? to the orthonormal ba-
sis {@, —1/d}, and a vertical translation matrix B that
displaces I to have height zero after the transforma-
tion. Applying this transformation to P pointwise for
each I € 7 allows us to calculate the area swept out by

wedges along a path as described in Section 3.1. Let
P ={P|,P;,..., P} be the set of transformed poly-
lines.

Starting at ¢, construct the set of wedges Wp:. This
is accomplished by calculating the tangent points of
each convex hull within H relative to ¢; using binary
search in O(nlogm) time. The set Wp: is updated in-
crementally by monitoring the points of T crossed by
g while traversing I. Each update takes O(1) time
by walking one vertex clockwise or counterclockwise
around the perimeter of the convex hull depending on
the relative motion between ¢ translating along I and
the convex hull.

Afterwards, construct c(Wp:) = (6o,01,...,04,) by
sorting the lines associated to each tangent point by
slope, treating the portion of the line extended through
the origin separately. During this process, take note of
which regions overlap to calculate the stabbing num-
bers of each angular region in the partition (subdi-
vided wedges) as in (1) and Observation 1. These stab-
bing numbers are iteratively updated by monitoring the
points of S crossed in O(1) time per event as is done
for tangent points above. From the circular partition
o(Wp»), select a minimizing subset iteratively by defin-
ing the indicator variable (bit sequence)

1 if stabp(ge?) < stabp(go-14)
6i = fOI“ 97;71 S 0* S 91

0 otherwise,

for i =1,...,4n. This selection procedure performs the
same task as the minimization operation within (D.c).

At last, we can compute the depth of Q accumulated
along I, by reformulating (D.c) in terms of summations
over all I; € I, specifically,

4n
1 N .
D= ——— E E d; stabps Qo* A', D.i
! mL(Q) I,€T j=1 ’ 7t 03) ’ (00

for any ¢ along I; and sample angle 07 € [0;_1,6;), and
the angular area A; swept out by the wedge bounded
between the angles [0;_1,6;] while ¢ is translated across
I;, as calculated above using (WA).

The total depth of @ is found by evaluating the sum
D(Q,P) = ez i

Forming the partition o(Wp/) and selecting the cho-
sen subset takes at most O(nlogm) time. The query
polyline Q contains at most O(n? +nm?) update points
from S and 7" which are used during the computation of
Dy, and at most O(m) directional transitions from its
m constitutional line segments where each transforma-
tion to the set P takes O(nm?) time. Thus, this final
stage takes O(n? 4+ nm?) time.

These results are summarized in the following theo-
rem:
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Theorem 2 Given an m-vertex polyline Q) and a set
P of n polylines, each with m vertices, we can compute
the curve stabbing depth of Q relative to P in O(nm? +
n?mlog?m) time.

Expressed differently, the running time is O(k?),
where k denotes the total number of vertices in the in-
put polylines {Q} U P.

4 Discussion and Directions for Future Research

In this section, we discuss depth medians, possible gen-
eralizations of curve stabbing depth to higher dimen-
sions, and other possible measures of curve depth. Due
to space constraints, discussion of properties has been
omitted (e.g., stability, robustness, etc.).

4.1 Median Curves and Depth Median Points

The depth for any particular curve in a set can be com-
puted by treating it as a query curve . The compari-
son of all the resulting depth scores allows for a median
outwards ranking of all curves.

Moreover, observe not all points along the length of a
curve () contribute equally to the curve stabbing depth
of @ relative to the set C of curves. The depth of a point
(a degenerate curve) is given by (D.p). It follows that for
some point ¢ on @, D(q,C) > D(Q,C). Consequently,
this gives:

Observation 2 For any given set C of plane curves,
there exists a point m € R? that is a depth median of C.
That is,

D(m,C) = glggD(Q,C),

where Q denotes the set of all plane curves.

4.2 Generalizations to Higher Dimensions

When a curve @ and a set C of curves lie in a k-
dimensional flat of R for some k < d, the d-dimensional
curve stabbing depth of @ as calculated using a ray
relative to C is zero; whereas, the k-dimensional curve
stabbing depth of @ relative to C is non-zero in gen-
eral, meaning that the straightforward generalization of
Definition 4 is not consistent across dimensions.

Alternatively, another natural generalization of Defi-
nition 4 to higher dimensions is to replace the rotating
stabbing ray by a k-dimensional half-hyperplane, and
to measure the number of curves it intersects as it ro-
tates. This second generalization is consistent across
dimensions.

4.3 Alternative Definitions

Alternative possible definitions for the stabbing depth
of curves considered by the authors include:

/ min min{stabe(3}), stabe (@32)} ds,  (2)
qEQO§9<7r

which differs from (D.c) by a minimum in place of the
second integral (maximum was also considered). Equa-
tion (2) often gives a zero depth value regardless of the
position of @ relative to C. For example, consider a
set C’' of n parallel line segments of equal length. Each
of these line segments has depth zero relative to C’ by
(2) because every point on every segment is the root of
some ray that does not intersect any other segment in
C’. Conversely, using Definition 4 instead, the line seg-
ment at the centre (median) of €’ has greatest depth,
with depth values decreasing monotonically toward the
two line segments on the outside of C’, which are the
only two curves in C’ with depth zero.

4.4 Approximation Algorithms using Randomization

Definition 4 suggests that efficient approximate compu-
tation by Monte Carlo methods is likely possible using
a random sample of rays rooted along the query curve
Q. One possible direction for future research is to bound
the expected quality of approximation and the expected
running time as functions of the number of random rays
selected.

4.5 Upper Envelopes of Sets of Pseudolines

Our algorithm for computing curve stabbing depth in-
volves identifying the extreme points of each curve
P € P relative to a point ¢ that follows the query curve
Q. When P is a polyline, the extreme points can be
identified by computing the upper and lower envelopes
of the angle formed by each vertex of P relative to g as
a function of the position of g on ). These functions are
a set of pseudolines when (@ is a line segment; it may be
possible to compute upper and lower envelopes of this
set efficiently by constructing the convex hull of a set
of points dual to the set of pseudolines (e.g., [1]), which
may lead to a simpler and more efficient algorithm for
computing curve stabbing depth.
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